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The history of modeling

The word “modeling” comes from the Latin word modellus. It describes a
typical human way of coping with the reality.

The abstract representations of real-world objects have been in use since the stone
age, a fact backed up by cavemen paintings, the real breakthrough of modeling
came with the cultures of the Ancient Near East and with the Ancient Greek.

The first recognizable models were numbers; counting and “writing” numbers
(marks on bones) is documented since about 30.000 BC. Astronomy and
Architecture were the next areas where models played a role, already about 4.000
BC. It is well known that by 2.000 BC at least three cultures (Babylon, Egypt,
India) had a decent knowledge of mathematics and used mathematical models to
improve their every-day life.

What is a model?

Object modeling is a technique for identifying objects within the systems
environment and the relationships between those objects. Modeling is a process

that uses math to represent, analyze, make predictions, or otherwise provide insight
into real-world phenomena.

Modeling is the process of identifying a suitable model
A model is a simplification of reality.

In science, a model is a representation of an idea, an object or even a process or a
system that is used to describe and explain phenomena that cannot be experienced
directly. Models are central to what scientists do, both in their research as well as
when communicating their explanations.

A scientific model is a representation of a particular phenomenon in the world
using something else to represent it, making it easier to understand. A scientific
model could be a diagram or picture, a physical model like an aircraft model kit
you got when you were young, a computer program, or set of complex
mathematics that describes a situation. Whatever it is, the goal is to make the
particular thing you're modeling easier to understand. When we do that, we're able
to use it to predict what will happen in the future. For example, predicting what

5




will happen as our climate changes would be easy if we could make a fully
accurate model of the atmosphere.

All models are wrong

George box said that “all models are wrong", "All models are wrong but some are
useful”.

The comments on his aphorism:

It does not seem helpful just to say that all models are wrong. The word model
implies simplification and idealization. The idea that complex physical, biological
or sociological systems can be exactly described by a few formulae is patently
absurd. The construction of idealized representations that capture important stable
aspects of such systems is, however, a vital part of general scientific analysis and
statistical models, especially substantive ones, do not seem essentially different
from other kinds of model.

A model is a simplification or approximation of reality and hence will not reflect
all of reality. ... Box noted that "all models are wrong, but some are useful." While
a model can never be "truth,” a model might be ranked from very useful, to useful,
to somewhat useful to, finally, essentially useless.

The statistician David Hand made the following statement in 2014.

In general, when building statistical models, we must not forget that the aim is to
understand something about the real world. Or predict, choose an action, make a
decision, summarize evidence, and so on, but always about the real world, not an
abstract mathematical world: our models are not the reality—a point well made by
George Box "all models are wrong, but some are useful”.

Although the aphorism seems to have originated with George Box, the underlying
idea goes back decades, perhaps centuries. For example, in 1960, Georg Rasch said
the following.

. no models are [true]—not even the Newtonian laws. When you construct a
model you leave out all the details which you, with the knowledge at your disposal,
consider inessential.... Models should not be true, but it is important that they
are applicable, and whether they are applicable for any given purpose must of
course be investigated. This also means that a model is never accepted finally, only
on trial.



https://en.wikipedia.org/wiki/David_Hand_(statistician)
https://en.wikipedia.org/wiki/Georg_Rasch

Similarly, in 1947, John von Neumann said that "truth ... is much too complicated
to allow anything but approximations".

What is modeling for?

Imagine wanting to study a big problem in the world. Maybe you're thinking of
finding the cure for cancer, developing next year's flu vaccine, or even predicting
the weather more reliably. The scientists, know the way to solve their problems is
through conducting scientific investigations where they propose a prediction based
on past data, test one variable at a time, collect, and finally analyze their data.

But what do you do if the system in question is too big to test? We can't just
experiment on every person with cancer, or control aspects of the weather during
an investigation. So how are scientists supposed to figure out these mysteries if
they can't conduct classic investigations? They get around this problem by
constructing models. Models are representations of real scientific phenomenon that
may be difficult to study in the real world. Models may be physical
representations, diagrams, theories, or mathematical equations.

Although models vary in their structure, they serve common purposes for
scientists. Sometimes models help scientists visualize something, such as the Bohr
model of atomic structure. Other times, models are designed to analyze past data

and make predictions about the future, such as models of seismic activity to predict
future earthquakes. Some other models are designed to recreate a problem, such
as an animal model of human disease, so scientists can test possible treatments.
Mainly we can use modeling for:

Explain Phenomena. Most of the theories developed in physics belong to this
category: Newton’ s mechanics, thermodynamics, Einstein’ s theory of relativity,
guantum mechanics, the Standard Model of particle physics, and many more.
There is not only physics, however. The aggregate demand-price adjustment (AD-
P A) model, the aggregate demand-inflation adjustment (ADIA) model, or the
Hicks-Hansen IS/LM Model are three examples of economic models describing
macro economical equilibria.

Make Predictions. After the models are built which explain the phenomena,
these models can be used as a further step to make predictions about the future
development of a real-world phenomenon. The avalanche researchers, for example,
take their state data and the topographical information of the slopes to make
predictions on the probability that avalanches are triggered, on their likely
strengths and their presumed places.



https://en.wikipedia.org/wiki/John_von_Neumann

Decision Making. A car driver uses a model of his surroundings and the typical
traffic on the streets to decide which route to take. Of course, this model of the real
world, reduced to streets and average traffic, is in no way a formal mathematical
one.

Communication. Another important aspect of models is that they can be used to
communicate knowledge. If a person A wants to visit person B, he might ask for
the way to drive. B will sketch the correct route on a sheet of paper with a few
lines and some additional marks and text, like “here at the corner is a yellow house
with small garden”. This sheet of paper is a visual model for the surroundings of

B’ s house; its purpose is to communicate a subset of B’ s knowledge about his city
to A.

Principles of modeling
four basic principles of modeling.

1.The choice of what models to create has a profound influence on how a
problem is attacked and how a solution is shaped.

In other words, choose your models well. The right models will brilliantly
illuminate the most wicked development problems, offering insight that you simply
could not gain otherwise; the wrong models will mislead you, causing you to focus
on irrelevant issues.

2. Every model may be expressed at different levels of precision.

Sometimes a quick and simple executable model of the user interface is
exactly what you need; at other times you have to get down and dirty with the bits,
such as when you are specifying cross-system interfaces or wrestling with
networking bottlenecks. In any case, the best kinds of models are those that let you
choose your degree of detail, depending on who is doing the viewing and why they
need to view it. An analyst or an end user will want to focus on issues of what; a
developer will want to focus on issues of how. Both of these stakeholders will want
to visualize a system at different levels of detail at different times.

3. The best models are connected to reality.




A physical model of a building that doesn't respond in the same way as do real
materials has only limited value; a mathematical model of an aircraft that assumes
only ideal conditions and perfect manufacturing can mask some potentially fatal
characteristics of the real aircraft. It's best to have models that have a clear
connection to reality, and where that connection is weak, to know exactly how
those models are divorced from the real world. All models simplify reality; the
trick is to be sure that your simplifications don't mask any important details.

4.No single model or view is sufficient. Every nontrivial system is best
approached through a small set of nearly independent models with multiple
viewpoints.

If you are constructing a building, there is no single set of blueprints that reveal
all its details. At the very least, you'll need floor plans, elevations, electrical plans,
heating plans, and plumbing plans. And within any kind of model, you need
multiple views to capture the breadth of the system, such as blueprints of different
floors.

Statistical model

Statistics is an important and a very special branch of mathematics. It is concerned
about the gathering, organizing, observing, calculating, analyzing, interpreting and
forecasting numerical (usually large) data.

Statistics involves various different formulae that are useful in performing
statistical researches and surveys. There are different types of variables used in
statistics. At times, it is required to find the relationships among the variables of a
research.

It is also needed that that these relations are expressed in the form of equations.
These mathematical equations used in statistical processes are known as statistical
models. These models describe the connection between two or more variables and
also do formulate the relation. In this article, we are going to learn about the
statistical models, their various types and their applications.

The statistical model may be defined as the mathematical equation that are
formulated in the form of relationships between variables. A statistical model
illustrates how a set of random variables is related to another set of random
variables.




A statistical model is a simplified, mathematically-formalized way to approximate
reality (i.e. what generates your data) and optionally to make predictions from this
approximation. The statistical model is the mathematical equation that is used.

We use modeling to explore a relationship. We use statistics to determine how
useful and reliable our model is. We build a model so that we can better understand
the system we developing. Example. Suppose you want to report the weight of a
variety of potatoes. We will consider a hard and an easy way to do it.

The hard way is spending years measuring the weight of every single potato of
this variety in the world, and reporting your data in an endless Excel spreadsheet.

The easy way is selecting a 30 potato-wide representative sample of this variety,
computing its average and standard deviation and reporting only those two
numbers as an approximate description of this weight. Representing a quantity by
an average and a standard deviation is a very simple form of statistical modeling.

Types

There are different types of statistical models used in various statistical processes.
The statistical models are classified on the basis of number and types of variables
and equations used in the process. These models can be broadly categorized as:
1) The complete models

2) The incomplete models

complete model does have the number of variables equal to the number of
equations; while an incomplete model does not have number of variables same as
number of equations.

How to Build a Statistical Models?
In order to build a statistical model, one needs to remember the following points:

1) Data Gathering: Data should be collected from a proper and authoritative
source so that the uncertainty is to be reduced from the information about
something on interest.

2) Descriptive Methods: The descriptive methods and graphs are to be utilized in
order to summarize the factual of the data we have.




3) Thinking about Predictors: The predictors and the variables are required to be
thought and imagined about a model. For an example of model of socio-economic
status of a person, the potential sets of predictors and variables may include - the
demographics such as age, sex economic status, mental health i.e. any diagnoses of
mental illness or history of alcoholism, psychological health such as stress or
depression, the social condition like - isolation, number of friends, connection with
the family.

By creating each set separately, one is able to build theoretically meaningful
models.

4) Building of model and Interpreting the Results

A statistical model should be such an expressive one that it tells us a story.
Emphasis at the coefficients; have a look at the relationships between
coefficients and control variables. It should be quite easier to interpret and
forecast the result by having just a look at the model.
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Development of Statistical Models:

1) Econometrics:

Econometrics is the analysis and testing of economic theories to verify hypotheses
and improve prediction of financial trends. Econometrics takes mathematical and
statistical models proposed in economic theory and tests them.

Econometrics uses an important statistical method called regression analysis,
which assesses the connection among variables. Economists use the regression
method since they cannot usually carry out controlled experiments, choosing to
instead gather information from natural experiments.

A simple example of an econometric model is one that assumes that monthly
spending by consumers is linearly dependent on consumers' income in the previous
month. Then the model will consist of the equation

Cc=a+by,_,+e
2) Simulation:

Nowadays, the economy requires a fast and flexible reaction to the market.
Customer demands become more and more dynamic and unpredictable. It is hard
to tell how logistics system reacts to future changes. We might want to know what
the best solution is for now, but also for the future. This is hard to predict with
static calculations, because systems have a lot of dependences, that are not static.
The only tool that can analyze and improve these complex and dynamic systems, is
simulation.

Advantages of simulation models:

a) risk-free environment

Simulation modeling provides a safe way to test and explore different “what-if”
scenarios. The effect of changing staffing levels in a plant may be seen without
putting production at risk. Make the right decision before making real-world
changes.

b) save money and time




Virtual experiments with simulation models are less expensive and take less
time than experiments with real assets. Marketing campaigns can be tested
without alerting the competition or unnecessarily spending money.

¢) Visualization

Simulation models can be animated in 2D/3D, allowing concepts and ideas to
be more easily verified, communicated, and understood. Analysts and engineers
gain trust in a model by seeing it in action and can clearly demonstrate findings
to management.

d) Insight into dynamics

Unlike spreadsheet- or solver-based analytics, simulation modeling allows the
observation of system behavior over time, at any level of detail. For example,
checking warehouse storage space utilization on any given date.

e) increased accuracy

A simulation model can capture many more details than an analytical model,
providing increased accuracy and more precise forecasting. Mining companies
can significantly cut costs by optimizing asset usage and knowing their future
equipment needs.

f) handle uncertainty

Uncertainty in operation times and outcome can be easily represented in
simulation models, allowing risk quantification, and for more robust solutions
to be found. In logistics, a realistic picture can be produced using simulation,
including unpredictable data, such as shipment lead times.

3) Time Series:

Before 1970, econometricians and time series analysts used vastly different
methods to model a time series. Econometricians modeled time series are a
standard linear regression with explanatory variables suggested by economic
theory/intuition to explain the movements in time series data. They assumed that
the time series being ‘nonstationary’ (growing overtime) had no effect on their
empirical analysis. Time series analysts on the other hand ignored this traditional
econometric analysis. They modeled a time series as a function of its past values.
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They worked around the problem of non-stationarity by differencing the data to
make it stationary. Econometricians were forced to pay attention to the methods of
time series analysts, the most famous of which was the Box—Jenkins approach.
Box and Jenkins claimed (successfully) that nonstationary data can be made
stationary by differencing the series.

Econometricians ignored the Box-Jenkins approach at first but were forced to pay
attention to them when it ARIMA forecasts started consistently outperforming
forecasts based on standard econometric modelling. The lack of sound economic
theory behind the ARIMA was troubling for econometricians to accept. They
responded by developing another class of models that incorporated autoregressive
and moving average components of Box-Jenkins approach with the ‘explanatory
variables’ approach of standard econometrics. The simplest of such models is the
ARIMAX which is just an ARIMA with additional explanatory variables provided
by economic theory.

4) System Dynamics

Dynamic models are generally models that contain or depend upon an element of
time, especially allowing for interactions between variables over time. A separate
idea with the same name is models that are updated over time with new data.
System dynamics is an approach to understand the behavior of systems. These
systems are all around us; they are sets of interrelated objects or entities that
interact with each other. They can be living beings, such as humans, animals, and
plants. They can be mechanical entities, such as automobiles, ships, and airplanes;
or industrial plants, such as oil refineries, chemical plants, and electric power
generators. There are also other entities, such as social, political, and business
systems. The behaviors of these systems are shaped by their environments, by the
actions and interactions of their sub entities, and by human beings. However, it is
interesting to note that all these disparate systems exhibit some common behavior
patterns.

System dynamics is a computer simulation modeling methodology that is used to
analyze complex nonlinear dynamic feedback systems for the purposes of
generating insight and designing policies that will improve system performance. It
was originally created in 1957 by Jay W. Forrester of the Massachusetts Institute
of Technology as a method for building computer simulation models of
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problematic behavior within corporations. The models were used to design and test
policies aimed at altering a corporation's structure so that its behavior would
improve and become more robust. Today, system dynamics is applied to a large
variety of problems in a multitude of academic disciplines, including economics.

5) Machine learning

Machine learning (ML) is a category of algorithm that allows software applications
to become more accurate in predicting outcomes without being explicitly
programmed. The basic premise of machine learning is to build algorithms that can
receive input data and use statistical analysis to predict an output while updating
outputs as new data becomes available.

The processes involved in machine learning are similar to that of data mining and
predictive modeling. Both require searching through data to look for patterns and
adjusting program actions accordingly. Many people are familiar with machine
learning from shopping on the internet and being served ads related to their
purchase.

Drawbacks of the Machine Learning

1. Traditional ML algorithms are not useful while working with high
dimensional data, that is where we have a large number of inputs and
outputs. For example, in case of handwriting recognition we have large
amount of input where we will have different type of inputs associated with
different type of handwriting.

. Second major challenge is to tell the computer what are the features it should
look for that will play an important role in predicting the outcome as well as
to achieve better accuracy while doing so. This very process is referred as
feature extraction.

6) Deep Learning (Neural Networks)

Deep learning is one of the only methods by which we can overcome the
challenges of feature extraction. This is because deep learning models are capable
of learning to focus on the right features by themselves, requiring little guidance
from the programmer. Basically, deep learning mimics the way our brain functions
I.e. it learns from experience. As you know, our brain is made up of billions of
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neurons that allows us to do amazing things. Therefore, we can say that Deep
Learning is a subfield of machine learning concerned with algorithms inspired by
the structure and function of the brain called artificial neural networks.

Applications of Deep Learning:

1.

Speech Recognition (Siri)

2. Automatic Machine Translation (Google translation)
Instant Visual Translation
Automated Self Driven Cars (WAYMO)

3.
4.

Fourth Industrial Revolution “Industry 4.”

The person who labeled today’s advances as a new revolution was Klaus Schwab,
Founder and Executive Chairman of the World Economic Forum and author of a
book titled The Fourth Industrial Revolution. In a 2016 article, Schwab wrote that
“like the revolutions that preceded it, the Fourth Industrial Revolution has the
potential to raise global income levels and improve the quality of life for
populations around the world.”

The easiest way to understand the Fourth Industrial Revolution is to focus on the
technologies driving it. These include the following:

Artificial intelligence (Al) describes computers that can “think™ like humans
— recognizing complex patterns, processing information, drawing
conclusions, and making recommendations.

Blockchain is a secure, decentralized, and transparent way of recording and
sharing data, with no need to rely on third-party intermediaries. The digital
currency Bitcoin is the best known blockchain application.

New computational technologies are making computers smarter. They
enable computers to process vast amounts of data faster than ever before,
while the advent of the “cloud” has allowed businesses to safely store and
access their information from anywhere with internet access, at any time.
Quantum computing technologies now in development will eventually make
computers millions of times more powerful. These computers will have the
potential to supercharge Al, create highly complex data models in seconds,
and speed up the discovery of new materials.




Virtual reality (VR) offers immersive digital experiences (using a VR
headset) that simulate the real world, while augmented reality merges the
digital and physical worlds. Examples include L’Oréal’s makeup app, which
allows users to digitally experiment with makeup products before buying
them, and the Google Translate phone app, which allows users to scan and
instantly translate street signs, menus, and other text.

Biotechnology harnesses cellular and biomolecular processes to develop
new technologies and products for a range of uses, including developing
new pharmaceuticals and materials, more efficient industrial manufacturing
processes, and cleaner, more efficient energy sources.

Robotics refers to the design, manufacture, and use of robots for personal
and commercial use.

3D printing allows manufacturing businesses to print their own parts, with
less tooling, at a lower cost, and faster than via traditional processes.

The 10T describes the idea of everyday items — from medical wearables
that monitor users’ physical condition to cars and tracking devices inserted
into parcels — being connected to the internet and identifiable by other
devices.

The role of INP:

Research projects of INP have to keep pace with software and modelling
development to optimize the results and predictions of these projects.

Increase the knowledge and skills of human resources in INP by providing
trainings and courses related to new research methodologies, current issues as big
data and new technologies, and software development.
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